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Abstract

Text-to-speech (TTS) systems for many widely
spoken languages have been developed and evolved
over the last few decades. Such systems are being used
in many different fields. Since these TTS systems have
differences in the perceived sound quality, many
speech quality test methods have been proposed to
compare and evaluate their performance. Test
materials for these tests, however, are language
specific and hence cannot be used for TTS systems
developed for other languages such as Urdu. In this
work, we have presented a speech quality test material
specially designed for Urdu TTS systems. The
proposed test is conducted using the perception of both
blind and non-blind native speakers to evaluate
naturalness as well as phoneme, word and sentence-
level intelligibility of recently developed Urdu TTS
system. Furthermore, a qualitative comparison is
performed between two most popular methods for
building TTS systems.

1. Introduction

Text-to-speech systems (TTS) are commonly used
in everyday life, e.g., in navigation devices, public
announcement  systems [1] and entertainment
productions [2] . It also plays a crucial role in the field
of telecommunication, industrial and educational
applications. TTS systems for foreign languages such
as English, German and Japanese, have been developed
long ago and are well established today [3]-[5].
However, research on the development of TTS system
for the Urdu Language, which is a national language of
Pakistan and is spoken by more than 162 million
people worldwide [6], is still in its earlier stages [7].
This paper is an attempt to assess the speech quality of
recently developed Urdu TTS system [8]. This effort
will enhance man to machine interaction possibilities

and overcome the literacy barrier for the semi-urban
and rural population of Pakistan.

Speech quality is a multi-dimensional term and its
evaluation contains several problems [9][10]. Speech
quality of a synthesizer is determined by its similarity
to the human voice (i.e., naturalness), its ability to be
easily understood (i.e., ineligibility) [11] and its
suitability for certain applications [10][12]. Moreover,
it is reported that different applications prefer different
features’ evaluation. For instance, the high speaking
rate with speech intelligibility features is usually
preferred over naturalness in reading machines for the
blind. On the other hand, in multimedia applications or
electronic mail readers, prosodic features and
naturalness are considered as essential features [13].

Subjective evaluation of speech synthesis is usually
done by listening tests according to standards described
by ITU-T Rec. P.85 [14]. Several methods have been
developed during last decades for assessment of
synthetic speech. However, no single evaluation
provides a foolproof assessment method that focuses
on both naturalness and intelligibility aspects of speech
at different levels (phoneme, word, sentence or
comprehension) and can provide useful and reliable
information about the quality of TTS system. In
addition, prior studies indicate that test materials
developed for subjective evaluation of TTS need to be
language specific [15]. Moreover test material should
be large enough to represent a variety of language
features (representativeness), while at the same time
short enough not to distract listeners' attention
(compactness).

In this study, we have designed both compact and
representative subjective testing material for the
evaluation of Urdu TTS systems. The proposed tests
have been conducted on blind and non-blind Urdu
native speakers and results have been reported about
speech quality of Urdu TTS system. These results not
only evaluate TTS speech quality but also help to



figure out areas that need to be considered for further
improvements in TTS. Furthermore, this work also
compares the two widely recognized approaches to
build speech synthesizers, i.e., unit selection [16] and
Hidden Markov Models (HMMs) [17] , with the aim to
identify which one is better choice for generating Urdu
synthetic speech in terms of both naturalness and
intelligibility.

The remainder of this paper is divided into
following sections: Section 2 briefly describes the
architecture of Urdu TTS system. Section 3 explains
the design of subjective quality test and testing
materials selected for this purpose. The procedure and
comparative results of two voice synthesis approaches
are reported in Sections 4 and 5 respectively. Finally,
Section 6 concludes the findings of this research.

2. Urdu TTS System Architecture

Urdu TTS system converts Urdu text into synthetic
speech waveform as shown in Figure 1. TTS system
generally consists of two main modules, Natural
Language Processor (NLP) and Speech Synthesizer.
NLP  pre-processes the input text including
abbreviations, dates, and numbers; and converts into its
appropriate  phonetic  description annotated with
prosodic and context dependent information. Speech
Synthesizer then generates corresponding speech signal
using the description provided by NLP. Overall speech
quality of TTS system relies on both of these modules.

NLP Phonetic Speech Synthesizer
descriprion
™ Texts HTS )))
Linguistic or
Urdu Analysis Unit Selection Speech
Text

Figure 1 Architecture of TTS system.

Two different types of concatenative synthesis
approaches have been used in Urdu TTS system. First,
the classical unit selection (US) method that
synthesizes speech by concatenating pre-recorded
human speech waveforms and hence requires a large
amount of speech database [4]. Second is Hidden
Markov Model-based synthesis (HTS) that uses
statistical models instead of actual speech units [18]
and for this reason its footprint is very small (less than
10MB), compared to unit selection approach. More
architectural details of Urdu TTS system are available
in [18] and [19].

3. Design of Subjective Test

The design of subjective test highly depends on the
application domain where TTS system is to be
deployed. For example a TTS destined to provide
traffic information asks for a more specific type of test
materials than TTS to be used as news/screen-reader
for the blind, where test materials should cover
vocabulary from a wide range of topics (e.g., religion,
sports, literature, health etc.) and multiple sentence
structures [20]. Urdu TTS system belongs to the second
type of category, and hence quality test is designed
comprehensively. The test contains a total of 1010
words out of which 496 are unique. These words are
taken from news, literature, and daily life
conversational vocabulary. Total speaking time of the
test is approximately 9 minutes and response time is
around 20 minutes.

The theme of this subjective test revolves around
four questions: (a) Is Urdu TTS system mature enough
to deliver any type of speech content with the
acceptable clarity of voice and the underlying message?
(b) Is Urdu TTS' voice as pleasant as that of human
beings? (c) Is Urdu TTS system suitable for both the
blind and non-blind communities? (d) Which one of the
two speech synthesis approaches (HTS or US) is a
better choice for Urdu TTS based on the criteria set by
above questions? To answer these questions, a group of
subjective tests is conducted categorized under
intelligibility and naturalness tests that are briefly
explained below.

3.1. Intelligibility Tests

Intelligibility tests focus on the ability to identify
what is spoken regardless of whether it sounds robotic
or human-like, noisy or clear. Good quality in
intelligibility includes an understanding of spoken
utterances with correct perception at each level of
speech units from phonemes to sentences [21].
Intelligibility tests designed at segmental, sentence and
comprehension levels for Urdu TTS systems are
discussed below.

3.1.1. Segmental Test With segmental evaluation
methods intelligibility is tested at smallest speech units,
like phonemes. In contrast to vowels, consonants are
difficult to recognize in synthetic speech, because of
sudden spectral transitions and multiple excitation
signals [20] and hence test materials usually focus on
consonants [13]. Moreover, syllable-initial and
syllable-final consonants are perceived differently by
listeners [22]. For this reason, it makes sense to break



down the segmental-quality evaluation of TTS for
consonants in both initial and final positions within
monosyllabic words. For this purpose, a test set is
designed containing 64 pairs of confusable rhyme
words. Words in a pair differ in their initial or final
consonants. The consonants are equally distributed
among 4 phonemic distinctive features (8 word-pairs
per feature per position). Few examples are shown in
Table 1, for complete dataset please refer to Tables A-
1 and A-2 in Appendix A.

recognition task is provided to the listener before the
auditory presentation. Hence, an error in identifying the
word can be regarded as a direct measure of TTS
systems’ inaccuracy.

This diagnostic test can highlight the misidentified
phonemes and help to localize the problem points for
improvements. The obtained measure of segmental
intelligibility is simply the percentage of correctly
identified words distributed among 4 phonemic
distinctive features.

Table 1 Examples of segmental evaluation test. Table 2 SUS test sets.
Sr.
Pairs with Pairs with No. Sentences-Setl Sentences-Set2
Phonemic - different different Wae Sy ii.»g.é;u,
Description L . . i
features initial final me:z te:z raftarri_se baeT" geea: | dzshaiz ke: patte: ro:ne: lage:
consonants consonants f&ﬁ"}\,\’d/_‘ff
) RSN’ kitab ki awvaz tfemakne:
i cbap/ ba:y mé: ka:yoz bahne: loga: lagi:
. voiced - elopatel :
Voicing unvoiced /PR ’ Lingpdiess
ba:t/ ba:b/ Mediops doraxt Ishu: ki terha urne
. 3 d3zshaz spne paerd: per le:T gaa: lage:
) ‘molldy‘ ¢ tam/ |/L -46—'4'—;"4,—5- g G{QW%{-':«J
Nasality nasal - oral " ) B .
. kitab ke patte: Tu:Tne: lage: re:;t apne: paerd: par le:T goi:
bol/ . tasb/( AP,
L ) Wade Sl 6Tt
Aspirated — cbapl oL 'UEL/J;Ls““’”’ bary ka mez pagsl ho ker
Aspiration Non- JV ¢ bai"d@ v 5 | daroxt par se sarak Tu:Tne: lagi: baeT" gaea:
Aspirated bha:l/ ba:ptl REANCE S Sl
. hava ToTne ki avaz tfomakne | hava: baeT" ker mordzha: gai:
. -zl) lagi
o ibil _ ha: ¢ sa:z/ib
Sibilation lfnts)ibaitlgged o gl Ja Logtenend
ka:l/ sa: thFL E%QU’U/"}" kotftfe: enDe: dersxt  par
7 daraxt korsljd: par nat/ne lage: na:t/ne: lage:
. L i
These rhyme words are tested through following Sl S ¢
. i 7O ok dzu:ti:ja: mez per
carrier sentence: i 8 reit ki a:vazz mordz"a: gai: Tu:Tne: lagt:
(1) fop S i llan 1S oon Bl il g3 )) QI LS B AP e J&J/(_;xu{_
keea: ap UrQu IUYQ.L se lofz —---- ka: ms,‘glsb bQL(lI . xufk  dzugija: lehu: uktine;laarg: katftfe anDe: se sarak baerangeif
sokte hee: Linhfiens Vodpe e LAT
What- kaea: you- a:p Urdu- Ur('_llu dictionary_ " katftfe: anDe: pagsl ho kar | avaz ke bzhne: se mez leT
ro:ne: lage: geea:

luyst case marker-se word- lofz ---- case
marker- ka: meaning- motlab tell- bata: can-
sokte tense aux- he:

“Can you inform me the meaning of --- word
from the dictionary?”

First, a pair of rhymed words is visually presented to
the subject. Then one word of the pair embedded in the
carrier sentence is aurally presented and the listener's
task is to indicate which of the two words was spoken
as part of the sentence. The carrier sentence is sensitive
to segmental errors in the word to be tested, as there is
a lack of contextual information that can assist listeners
to predict the segment not heard. Furthermore, all the
cognitive information that is required for this

3.1.2. Sentence level Test Segmental intelligibility
at sentence level is wusually evaluated through
transcription task of semantically unpredictable
sentences (SUS) [23][24]. SUS sentences have
grammatically correct syntax, however, they are
unpredictable semantically. They have no inherent
meaning, therefore minimize the possibility of deriving
phonetic information from textual context but the
speech signal itself, e.g.,

(2) -8 iy s sl 38 e

mez tezra:ftari: se baet goa:

Table- mez speedily- tezra:fta:ri case marker-se
sat: beet tense-goa



“Table sat down speedily”

SUS sentences are constructed using high-frequency
words from language specific lexica. Instead of forced-
choice, subjects are asked to transcribe the sentence as
they listen. This helps to avoid ceiling effect in
listeners’ responses. An overall percentage of correct
recognition is calculated based on the percentage of
correctly transcribed words per sentence. Higher the
percentage more intelligible is the synthesized voice.

One inherent problem with sentence level tests is
that each sentence can be presented to a subject only
once during the test [21]. This fact becomes a major
concern when the purpose of the test is to compare two
different TTS technologies. In order to avoid learning
effect, separate SUS test sets have been designed for
both HTS and US voice synthesis and are shown in
Table 2. For a fair comparison, the same set of
vocabulary is used for both test sets.

Table 3 MOS rating scales [14]

How do you rate the quality of the sound

% __ | thatyou just heard?
2> 1. Bad
S 2. Poor
S5 2 .
50 3. Fair
z 4. Good
5. Excellent
I What was the average speed of delivery?
g 1. Much slower
=3 2. Slower
';_/; 3. Normal
g 4. Faster
» 5. Much faster
Did you notice any anomalies in
s pronunciation?
i 1. Yes, very annoying
e 2. Yes, annoying Poor
g 3. Yes, slightly annoying
a 4. Yes, but not annoying
5. No.

3.1.2. Comprehension Test Intelligibility test
methods discussed so far focus on the accuracy of
individual sounds or words, rather than correct
reception of the underlying message. For some TTS
applications, such as news readers, it is not required to
recognize every single phoneme, as long as the
meaning of whatever is being spoken is understood
[25]. In comprehension tests, synthesized speech
sample containing few sentences or paragraph is
presented to the subject, followed by a questionnaire
about the content of the passage. Hundred percent

segmental intelligibility is not needed to answer the
questionnaire. Two news paragraphs from BBC Urdu
website were selected for testing Urdu TTS. Topic
selection was made from the category that is less likely
to be familiar to most of the listeners such as latest
research reports from health sciences domain.

3.2. Naturalness Test

The goal of an ideal TTS system is to mimic human
speech style, so it should also be evaluated against
overall speech quality parameters, such as speaking
rate, pronunciation, and naturalness, in addition to
intelligibility. Naturalness and overall quality of
synthetic speech are difficult to quantify as they are
abstract subjective attributes and subjects' may have
different preferences for these attributes [21]. Mean
opinion scoring (MOS), recommended in ITU-T Rec.
P.85 [14], is a most widely used method for speech
quality evaluations.

Table 4 MOS test set

Sr. Sentences
W an FE b 6 F sl Lol gin gl
Is doira:n torki: or sera:n ke ma:baen madzmu:i: tadzaret ka
1 | hudzam aTh se Ikkis blljsn Dolar reha:
e o FEunllo LT L5 b
dzohd: xuke: ba:d rsf ja:d vaQsja: ho: vo: bhi vave
2 | dz marola: ho: sakti: hae.

l4A~/ﬂ/14_y‘%‘6;f’d/J|
3 Is ki tari:x pe:da:lf hae tfe: no wnnis s> assi:

'\J:J\J:{’ fer 12——05:!‘#’{\%.93

4 | do:nd: khllarljé: ne: do: do: vikTé: Ii:

rearrarrre b 64 L6 jf{/ Mosll syl reol¥ 24l
maha:na: tanxa: biis haza:r rupe: sla:va: barra: fi:sad kami:fon
di: dzae: gi: forri: ratbata karé: do: tfarr etk a:Th do: tfair no
5 | tfacr do: tiin slfer

SN S
6 | sli:na: ne kal unni:s baje: ma:rklT dza:na: hae

D SR C SR
llme sarf mé: fe: @n lam ko: harf ki badza:e kalma:
7 | keha: dzaita hae

g.‘/dli,-b ._«“c i1 St o)
8 lachor mé: farveri: tforda s> do: ko: xub tofan aja:

. - - red
YOF ol TYYO Jal aira Gl s Bl (65

axari: vaQt sfait Itvar no: farvari: satara:so  paentis
9 | d3ii eem Ti: baiis s paenti:s pi: ses Ti: do: hazar toda

Sme ui’b‘s.ﬂ e _j; u&‘l’
10 a:dz ksl bohst sii lok daistand: se dur hae:

3.2.1. MOS Test This method is a grading-based
procedure, where subjects are asked to rate given
speech samples by asking questions such as “How do
you rate the quality of the sound that you just heard?”
and responses are collected on a 5-point scale, where



high score means better perceived quality. Values from
1 to 5 are presented with descriptions from “bad” to
“Excellent”, or similar depending on what is asked.
Complete range of scales and their descriptions for the
subjective attributes are presented in Table 3. The
arithmetic average of scores given by all respondents
represents mean opinion score (MOS) and TTS
technologies are ranked accordingly. Meaningful
sentences covering a wide variety of sentence
structures, e.g., sentences with definitions, date, time,
contact numbers, and facts & figures are selected
(Table 4).

4. Experimental Setup

Total of 23 naive subjects (3 female, 20 male) aged
between 18 and 22 participated in the testing process.
Out of 23 subjects 5 were blind males. Blind’s
subjects’ response collected and interpreted separately.
All of them were native Urdu speakers. None of them
suffered from any hearing problems or dyslexia. All
subjects participated as volunteers. Experiments were
conducted under control environment where each
subject was listening synthesized voices using
headphones. Urdu TTS was manually optimized for
pronouns and other mispronounced technical terms.
The optimization included an adjustment of wrong
articulated words and an improvement of pauses
between sentences and paragraphs.

4.1. Procedure

The test was composed of four major sections each
corresponding to one of the four tests discussed in Sec.
3. In MOS section, each subject’s screen displays one
sentence at a time synthesized in both HTS and unit
selection voices. Voices’ identity was kept hidden from
the subjects in order to avoid biases. Voices were
displayed with names like voice A and voice B.
Subjects were asked to listen to a sentence in both
voices and rate them according to their naturalness,
speaking rate, and pronunciation. Each subject was
given a proper explanation of these terms and meaning
of rating scale used for voices’ quality.

In the comprehension section, one paragraph
synthesized in each voice played one by one. After
listening paragraphs, respondents were asked to answer
three questions taken from the paragraph. Subjects
were allowed to listen to the paragraphs again if they
need. The third section contains the transcription task
for SUS sentences. Fourth section consists of
segmental evolution using DRT and MRT test sets,

where each respondent has to pick one of the two
possible options against the played voice.

5. Results and Discussion

5.1. Intelligibility

5.1.1. Segmental Test This sub-section provides
summarized results of segment level tests for both blind
and non-blind groups. Table 5 and 6 show that at the
segmental level, all features (i.e., voicing, Nasality,
Aspiration and Sibilation) are understood better at
word-initial place as compared to word-final place for
both wvoices (HTS and US). Moreover, US voice
performs better than HTS voice across most of the
features except voicing and aspiration. Note: The
metric reported in Table 5 and 6 is average percentage
of correctly identified words from the pool of word
pairs discussed under the heading Segmental Test in
Sec 3.

Table 5 Segmental test results (in percentage) for
non-blind group

Non-Blind
HTS us

Word | Word | Word | Word

Initial | Final | Initial | Final
Voicing 89.6 65.3 735 64.6
Nasality 97.2 95.1 97.9 95.1
Aspiration | 95.8 51.4 84.5 62.5
Sibilation 97.9 97.9 100 99.3

Table 6 Segmental test results (in percentage) for

blind group
Blind
HTS us
Word | Word | Word | Word
Initial | Final | Initial | Final
Voicing 72.5 67.5 75 63.75
Nasality 90 97.5 95 95
Aspiration | 775 425 82.5 52.5
Sibilation 100 85 97.5 95

5.1.2. Sentence level Test Participants were
allowed to listen SUS sentences maximum of two
times. However, most of them played each sentence for



once only. The obtained measure of intelligibility was
based on a percentage of correctly recognized words.
Results for both voices (HTS and US) are summarized
in the graph shown in Figure 2. According to results,
intelligibility at word level is better for HTS voice as
compared to US and this result is consistent among
both subject groups (blind and non-blind).

5.1.3. Comprehension Test Total of three
questions were asked per paragraph. Answers to the
open-ended questions were scored according to a 3-
point scale (0, 0.5, and 1) where 0 points are given to
incorrect or unanswered responses; partially correct or
too general, yet not wrong answers are given 0.5
points; and only correct and specific answers are
marked with 1 point. Results are summarized in the
graph shown in Figure 3. Again in this intelligibility
test HTS voice’s performance is slightly better than US
voice.

# blind £4 non-blind

92.07

87.08

7
7
1

Figure 2 SUS test results.

% OF CORRECT ANSWERS

HTS

5.2. Naturalness

For the overall quality rating, subjects were allowed
to repeat sentences. Mean rating of both voices w.r.t
naturalness, speaking rate and pronunciation are
reported in tabular format as shown in Table 7. Entries
of this table can be interpreted according to MOS
rating scales described in Table 3. According to both
(blind and non-blind) groups, US voice is closer to
human voice as compared to HTS; US voice speaking
rate is almost normal while HTS’s is slightly faster than
normal; and pronunciation of US is also better than that
of HTS voice.

Table 7 MOS test scores.
Naturalness | Voice Rate | Pronunciation
HTS | US | HTS | US | HTS us

289 | 311 | 3.28 | 281 2.94 3.32

Non-
Blind

Blind | 2.78 | 3.22 | 3.49 | 3.08 294 | 354

6. Conclusion

From the results it is clear that both synthesized
voices (HTS and US) are reasonably intelligible for
humans and most of the respondents easily understood
the synthesized sentences. Moreover, this work also
pinpoints the shortcomings of Urdu TTS, e.g., from
Table 5 and 6 we can see that these voices are weak in
modeling aspiration feature as compared to nasality
feature. Improvements of these aspects will be done in
future work. When it comes to overall intelligibility,
i.e., how accurately message is understood, HTS
synthesis approach performs better than US, the reason
is when pre-recorded speech units are concatenated in
US approach they get affected by sudden changes in
pitch values that create distractions for listeners.

From the naturalness point of view, however, US is
preferable among both types of subjects (blind and
non-blind). The reason is that in US approach speech
waveform is synthesized by concatenating actual
human voice units while in the case of HTS it is
generated through statistically trained models.
Currently the speech corpus used for training is
annotated at phoneme, word, syllable, stress and break
index levels only and the prosodic information, which
is essential for naturalness effect in synthetic speech,
still has not been incorporated. In future, the prosodic
structure of Urdu language for various types of
sentences and role of grammatical and prosodic
information in the high-quality speech synthesis should
also be investigated.

@ blind B4 non-blind
96.3

% OF CORRECT ANSWERS

HTS us

Figure 3 Comprehension test results.

7. Acknowledgment

This work has been conducted as part of the project,
Enabling Information Access for Mobile based Urdu
Dialogue Systems and Screen Readers, supported
through a research grant from ICT RnD Fund, Pakistan.



8. References

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]
[9]

[10]

[11]

[12]

S. Arndt, J.-N. Antons, R. Gupta, R.
Schleicher, S. Moller, T. H. Falk, and others,
“Subjective quality ratings and physiological
correlates of synthesized speech,” in Quality of
Multimedia Experience (QOMEX), 2013 Fifth
International Workshop on, 2013, pp. 152-
157.

T. Dutoit, An introduction to text-to-speech
synthesis, vol. 3. Springer Science & Business
Media, 1997.

M. W. Macon, A. Kain, A. Cronk, H. Meyer,
K. Mueller, B. Saeuberlich, and A. W. Black,
“Rapid prototyping of a german tts system,”
1998.

A.J. Hunt and A. W. Black, “Unit selection in
a concatenative speech synthesis system using
a large speech database,” in Acoustics, Speech,
and Signal Processing, 1996. ICASSP-96.
Conference  Proceedings., 1996 IEEE
International Conference on, 1996, vol. 1, pp.
373-376.

A. N. S and S. T, “Article: Text to Speech
Synthesis  of  Hindi  Language  using
Polysyllable Units,” IJCA Proc. Natl. Conf.
Power Syst. Ind. Autom., vol. NCPSIA 201, no.
3, pp. 15-20, Dec. 2015.

G. F. S. Lewis M. Paul and C. D. F. (eds.),
Eds., Ethnologue: Languages of the World,
19th ed. Dallas, Texas: SIL International, 2016.
S. Hussain, “Phonological Processing for Urdu
Text to Speech System,” in Contemporary
Issues in Nepalese Linguistics (eds. Yadava,
Bhattarai, Lohani, Prasain and Parajuli),
2005, vol. ISBN 99946.

“Online Urdu TTS.” 2016.

U. Jekosch, “Speech quality assessment and
evaluation,” in Third European Conference on
Speech Communication and Technology, 1993.
A. Mariniak, “A global framework for the
assessment of synthetic speech  without
subjects,” in Third European Conference on
Speech Communication and Technology, 1993.
S. Suryawanshi, R. Itkarkar, and D. Mane,
“High quality text to speech synthesizer using
phonetic integration,” Int. J. Adv. Res.
Electron. Commun. Eng., vol. 3, no. 2, pp. 77—
82, 2014.

J. Allen, M. S. Hunnicutt, D. H. Klatt, R. C.
Armstrong, and D. B. Pisoni, From text to
speech: The MITalk system. Cambridge
University Press, 1987.

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

S. Lemmetty, “Review of Speech Synthesis
Technology.” 1999.

I. Rec, “P. 85. A Method for Subjective
Performance Assessment of the Quality of
Speech  Voice Output Devices,” Int.
Telecommun. Union, Geneva, 1994.

I.  McLoughlin, “Subjective intelligibility
testing of Chinese speech,” Audio, Speech,
Lang. Process. IEEE Trans., vol. 16, no. 1, pp.
23-33, 2008.

R. A. J. Clark, K. Richmond, and S. King,
“Multisyn: Open-domain unit selection for the
Festival speech synthesis system,” Speech
Commun., vol. 49, no. 4, pp. 317-330, 2007.
H. Zen, T. Nose, J. Yamagishi, S. Sako, T.
Masuko, A. W. Black, and K. Tokuda, “The
HMM-based speech synthesis system (HTS)
version 2.0.,” in SSW, 2007, pp. 294-299.
Nawaz Omer; Habib Tania, “Hidden Markov
Model (HMM) based Speech Synthesis for
Urdu Language,” in the Proceedings of
Conference on Language and Technology
2014 (CLT14), Karachi, Pakistan, 2014.

F. Adeeba, S. Hussain, T. Habib, Ehsan-Ul-
Haq, and K. S. Shahid, “Comparison of Urdu
Text to Speech Synthesis using Unit Selection
and HMM based Techniques,” in the
Proceedings of  Oriental COCOSDA
Conference 2016, Bali, Indonesia (accepted).
V. J. van Heuven, R. van Bezooijen, and
others, “Quality evaluation of synthesized
speech,” Speech coding Synth., vol. 21, pp.
707-738, 1995.

T. Ojala, “Auditory quality evaluation of
present Finnish text-to-speech systems,” Ph.D.
thesis, HELSINKI UNIVERSITY OF
TECHNOLOGY, 2006.

M. A. Redford and R. L. Diehl, “The relative
perceptual distinctiveness of initial and final
consonants in CVC syllables,” J. Acoust. Soc.
Am., vol. 106, no. 3, pp. 1555-1565, 1999.

M. Goldstein, “Classification of methods used
for assessment of text-to-speech systems
according to the demands placed on the
listener,” Speech Commun., vol. 16, no. 3, pp.
225-244, 1995.

L. C. W. Pols and others, “Multi-lingual
synthesis evaluation methods,” 1992.

Y.-Y. Chang, “Evaluation of TTS systems in
intelligibility and comprehension tasks,” in
Proceedings of the 23rd Conference on
Computational  Linguistics and  Speech
Processing, 2011, pp. 64-78.



Appendix A

Table A - 1 Phonetic characteristics at word initial

Table A - 2 Phonetic characteristics at word initial

and final and final
w [7e]
o e
2| s irs wi irs wi 2| § Pairswith | Pairs with
c| © Pairs with Pairs with ] 2 t airs wi airs wi
3] = | consonant . . QL = consonan . .
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